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To obtain usable projections of total repair times, however, requires the-
estimation of the cognitive portion of fault diagnosis time as well. Un- -
fortunately, the cognitive processes involved in fault diagnosis are complex, .
variable from one individual and circumstance to another, and almost entirely ..

unsupported with research data quantifyinn their execution times. It becomes
necessary, therefore, to explore the variations in cognitive times in relation
to those characteristics of the diagnostic situation which can be quantified.
Three such characteristics are analyzed in detail: 1) the number of tests re- - 4
quired to isolate a fault, 2) the total manual time expended in fault diag-
nosis, and 3) the times of the individual tests in a diagnostic sequence.

Previous studies involving 87 technical participants, and three different .

systems under repair, obtained detailed data on 638 fault diagnosis episodes.
Statistical analyses of these performance data reveal that the average cog-
nitive time expended per fault was related to a significant degree to the
three diagnostic characteristics.-The most reliable predictor of actual cog-
nitive time for a particular fault was obtained by computing an estimated

cognitive time prior to each test based upon the manual time required to
perform that test. The function relating cognitive time to the manual'time
of the following test action"is a non-linear function derived from the ex-- l
perimental data. It indicates that cognitive time increases when the manual
time of the following test increases, but quickly approaches an upper limit.

Since the PROFILE troubleshooting model produces good projections of the parti-
cular tests performed to accomplish diagnosis and repair, and their time
durations, it can now also compute the estimated cognitive time preceding i
each test.

The sum of the projected cognitive and manual times correspond well with the
experimentally observed total diagnosis and repair times. -,. .
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ABSTRACT

Cognitive Workload in Fault Diagnosis

Prior research has produced a capability to project with reasonable accuracy the manual
activities required to accomplish diagnosis and repair of particular faults within a specified system.
When applied to a substantial sample of faults, the technique, termed PROFILE, provides an
assessment of the manual workload expected to maintain the system.

To obtain usable projections of total repair times, however, requires the estimation of the 4
* .- cognitive portion of fault diagnosis time as well. Unfortunately, the cognitive processes involved

in fault diagnosis are complex, variable from one individual and circumstance to another, and
almost entirely unsupported with research data quantifying their execution times. It becomes
necessary, therefore, to explore the variations in cognitive times in relation to those characteristics
of the diagnostic situation which can be quantified. Three such characteristics are analyzed in
detail: I) the number of tests required to isolate a fault, 2) the total manual time expended in fault 4

- diagnosis, and 3) the times of the individual tests in a diagnostic sequence.

*. " Previous studies involving 87 technical participants, and three different systems under repair,
obtained retailed data on 638 fault diagnosis episodes. Statistical analyses of these performance
data reveal that the average cognitive time expended per fault was related to a significant degree to

- t6 the three diagnostic characteristics. The most reliable predictor of actual cognitive time for a "
particular fault was obtained by computing an estimated cognitive time prior to each test based upon
the manual time required to perform that test. The function relating cognitive time to the manual
time of the following test action is a non-linear function derived from the experimental data. It

*m indicates that cognitive time increases when the manual time of the following test increases, but
quickly approaches an upper limit.

Since the PROFILE troubleshooting model produces good projections of the particular tests
performed to accomplish diagnosis and repair, and their time durations, it can now also compute
the estimated cognitive time preceding each test.

The sum of the projected cognitive and manual times correspond well with the
experimentally observed total diagnosis and repair times.

NTIS CRAMI
Do'tC TAB 0
U; annou;,ced -.
Justificatto ... .

By..........................
Distribution I

Availability Codes
• .." Avail and I or ¢;-

'e.; D; ist special

%* 
" N &

S+. 
. ,

• .I..t,.



..... -.-*
, .

ACKNOWLEDGEMENTS

This research was sponsored by the Engineering Psychology Group, Office of Naval
Research, Mr. Gerald S. Malecki serving as scientific officer. We wish to thank them for their
support of this work.

Mr. Mark C. Johnson of our organization contributed in many significant ways to the
research, and provided helpful suggestions concerning this report.

I

..- .- .,.

E....

*1 * .
* - . • °•.;id

: Z

° I.



7- aw

TABLE OF CONTENTS

1. INTRODUCTION ............................
Cognitive Aspects of Fa'ult D~iagnosis...............
Approach..........................................3 ~

11. COGNITIVE TIME WORKLOAD IN FAULT DIAGNOSIS..............4
System-level Results................................... 5
Individual Differences in Cognitive Time Expenditures.............7
Problem Effects...................................... 9

*Ill. PROJECTING COGNITIVE TIME WORKLOAD IN FAULT DIAGNOSIS. 11I
Number of Tests...................................... 11
Manual Time per Problem................................ 13
Manual Times of Individual Tests........................... 14

Computing Total Cognitive Times........................ 15
Projections of Total Maintenance Time....................... 16

IV. COGNITIVE COMPLEXITY IN FAULT DIAGNOSIS ................. 18
r Types of Cognitive Complexity............................ 18

Operational Complexity............................... 18
Process Complexity................................. 20
Executive Complexity................................ 27

V. SUMMARY AND CONCLUSIONS.............................. 28
Summary............................................ 28

Experimentally Observed Diagnostic Performance..............28
Projecting Cognitive Time Workload...................... 29
Generic Complexity Types in Fault Diagnosis ................ 29

Conclusions.......................................... 30

REFERENCES................................................ 33



LIST OF FIGURES

1. Cognitive and Manual Times, by Cognitive Group - IR System .............. 7
2. Number of Tests and Cognitive Time Per Test - IR System ................ 8
3 Cognitive and Manual Times, by Cognitive Group - IR System ............... 8
4. Cognitive Times for 16 IR System Problems ......................... 9...
5. Number of Tests and Cognitive Time per Test, by Problem, IR System ........ 10
6. Cognitive Time per Problem versus Number of PROFILE tests .............. 12
7. Projected Cognitive Times per Problem, based on Number of PROFILE Tests ... 12
8. Manual and Cognitive Times, by Problem ............................ 13
9. Average Inter-step Cognitive Times ................................. 14

10. Projected Cognitive Times per Problem, based on PROFILE Projections of Inter-step
Cognitive Tim e ............................................. 15

11. Projected Cognitive Time based on Inter-step Cognitive Time and Number of Tests 16
12. Projected and Actual Total Maintenance Times ......................... 17
13. A Sample System Hierarchy ..................................... 22
14. Current Suspicion Levels ....................................... 23
15. Suspicion Characterization .........................................23
16. Suspicion Levels Resulting From an Alternative Test .................... 24
17. Simplified Suspicion State Following Alternative Test .................... 24

Tables

1. The Studies of Diagnosis Performance ............................ 4
2. Correlations at the Systems Level ................................ 5

Appendices

A. Individual Technician Performance Data
B. Problem Data
C. Performance Data by Technician Group
D. Detailed PROFILE Projections
E. Actual and Projected Performance Data
F. Inter-step Cognitive Time Summary
G. IR System Section Containing IC46

, ,.



SECTION I. INTRODUCTION

Research conducted over the past four years has led to techniques for projecting the manual.

workload involved in performing corrective maintenance upon specific systems. The ultimate

objective is to develop a process for projecting the distribution of total maintenance times (manual

and cognitive components) for a system based upon its design specifications. Such a resource

could support the design team in evaluating alternative design options, and it could be useful in

procurement and logistic activities as well. .

The approach is 'performance-based', i.e., the computed time to diagnose and correct a

particular fault is synthesized from a detailed projection of the maintenance tasks required to

accomplish isolation and repair of the fault. Doing this over a sample of faults in a system

produces a distribution of maintenance times which characterize the maintainability of the design.

Earlier reports describe the development of the computer model of an expert troubleshooter
(Towne, Johnson, and Corwin, 1982, 1983; Towne and Johnson, 1984). The model, called

PROFILE, generates a sequence of manual actions to restore a system containing a specified

failure. The manual operations which might be generated for a particular fault include testing,

adjusting, disassembling, replacing, and reassembling. Each of the manual actions can be assigned

a representative performance time, using traditional pre-determined time techniques (Karger &
Bayha, 1966). The total manual times projected by PROFILE compare well with observed manual

times.

I UThree important results of this performance-based approach are 1) it is sensitive to the ways
in which the internal organization of the system affects the fault isolation process, 2) it is sensitive

- to the ways in which the physical structure of the system affects the necessary disassembly, testing,

and repair tasks, and 3) it provides the ability to identify the source of maintainability problems,

and to quantify their effects, all within the design phase of system development.

Cognitive Aspects of Fault Diagnosis

The present goal is to generate representative projections of the cognitive workload in fault
diagnosis, measured in time units. The power of the performance-based approach is essential to
this endeavor, for it provides a reasonably accurate account of the diagnostic process associated

with a particular failure.

Fault diagnosis is an activity which can present a fascinating and somewhat unique mental

challenge. In the domain of everyday experience, troubleshooting seems to lie somewhere between
N N I V V



solving a crime and disarming a bomb. As the diagnostician initiates an investigation, he/she is
presented a report that some undesirable events have occurred, resulting in an improperly operating

physical system. The report may be fully reliable, partially incorrect, or completely erroneous.

Further evidence may be gathered, but often the fault cannot be directly observed. The S

diagnostician usually has the option of proceeding to gather further evidence or of devoting time to

further consideration of the available information.

To further complicate the situation, the actions of the diagnostician ma) increase the level of

damage, they may present a danger to the investigator or to the system under repair, and sometimes

they remedy the fault in ways that forever disguise its true nature. In the worst cases, there are

multiple faults or faults which vary over time in ways which are exceedingly difficult to anticipate

and fully understand.

The full inventory of cognitive functions involved in fault diagnosis entails an extremely
wide range of mental activities. The diagnostician may have to recall recent events (symptoms

obtained and test configurations employed) as well as events from the distant past (prior faults

experienced, and their symptoms). The troubleshooter may have to recall or generate theories

concerning how the particular system operates in various conditions. This may require reasoning

about the possible cause of disperse symptom information, and about the specific tests which

would discriminate those possibilities. Finally, the troubleshooter must accomplish some type of

self-direction, ranging from conscious and explicit consideration of the available resources and

constraints, to apparently ad-hoc decisions which the individual might have difficulty explaining.
'N

While there have been considerable investigations into the nature of problem solving and_""
planning processes, the focus has been primarily upon the types of functions and activities P

performed, and the characteristics of that mental performance, rather than the time required. I-lamm

(1985) has studied the ways in which experts shift their cognitive effort between 'intuitive and

analytical cognition'; Rouse and Morris (1985) have considered the relationships between the
ordomain and possible mental models held by human problem solvers; and Kahneman and Tversky I

S(1979) have looked deeply into the ways human beings' decisions are influenced by risk. Perhaps .

the most pertinent previous r:search has been done by Hayes-Roth (1980) in studying the ways in

which people plan complex activities, and the types of limitations encountered in estimating the time
required to accomplish them. " -

Considerable work has been done measuring the time requirements to perform basic

computation and perception functions. One comprehensive body of data developed by Quick,
(Quick, Duncan, & Malcolm, 1962) provides detailed time data for such functions as visual

inspection, reacting, computing, and reading.

2
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Efforts to quantify cognitive activity in fault diagnosis face two imposing requirements: first,

to make reasonably accurate projections of the cognitive processes involved in the diagnosis of a

particular fault, and second, to quantify the time workload of those processes. These requirements

are well beyond the current state of the art in cognitive science. Yet, there remains a clear and

present need to arrive at assessments of cognitive time workload, to support the projection of total

corrective maintenance times.

Approach

The approach taken in this research was to search for reliable relationships between cognitive

times occurring within experimentally observed corrective maintenance operations and the
knowable characteristics of the associated task sequences. Projected cognitive times are then
computed by applying these same relationships to PROFILE-generated troubleshooting sequences. .

Four sections follow. Section II evaluates of the relationships between experimentally

* observed cognitive times and the nature of the diagnostic functions which were performed. The
intent of this section is to present the findings, both positive and negative, which heavily influenced L.
the search for a generalized approach to projecting cognitive time in troubleshooting.

Section 1H explores the relationships between the actual cognitive time expenditures and

characteristics of the PROFILE projections of those diagnostic activities. The variables analyzed
here are 1) number of PROFILE tests to isolate a fault, 2) total PROFILE manual time to isolate a
fault, and 3) the times of the individual tests projected by PROFILE. .*. .

Section IV explores cognitive complexity in fault diagnosis, while Section V summarizes the .

* findings of this research and discusses implications for future research.

3
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SECTION II. COGNITIVE TIME WORKLOAD IN FAULT DIAGNOSIS

While we may not have a clear idea what decisions are made in an environment as complex

as fault diagnosis, it may be possible to quantify the significant factors which affect decision time -' .

by analyzing data from actual diagnostic tasks in terms of the characteristics of those tasks.

The cognitive time data used for this work were collected in studies conducted over the last
four years. The primary purpose of these earlier studies was to obtain samples of representative
diagnostic performance for use in deriving theories of diagnostic performance and in testing the

PROFILE model as it evolved. Three basic studies were conducted, involving a total of 87
technicians, three different types of failed system , and 30 different faults, as shown below.

Study Technician No. Diagnostic
No. Participants Faults Episodes Failed System

1 48 8 384 video simulation of microcomputer system
2 29 6 174 graphic simulation of network diagram
3 5 8 40 infrared (IR) transmitter/receiver, design A

infrared (IR) transmitter/receiver, design B

Total 87 30 638

Table 1. The Studies of Diagnosis Performance

In these studies, each technician diagnosed and 'repaired' each of the faults. In study one the
performance of the tests, adjustments, and replacements selected by the technicians were displayed

on a color video screen, in real time; in study two the test results were displayed on a graphics

computer screen. In study three the participants performed all the troubleshooting work on real

equipment, except for the replacements, which were done by an experimenter at the request of the
technician. The order of presentation of faults to individual technicians was fully counterbalanced.
Full details of the three systems and the study conditions are given in Towne and Johnson, 1984.

In all, detailed data for 638 fault isolation and repair episodes were obtained, each consisting

of the following information:

a. the sequence of tests, adjustments, and replacements performed
b. the manual time expended performing each test

c. the time period between each manual action, termed inter-step cognitive time.

4 '- ." 4 '. -"

;J2JJ,:_:,.: . : ; - cK_. ... . . KI,. , . -; 2 .., - .. .* -<-_- . _ ... . *. .... " .*.*-,2 ..2 '..-." -''"," --



The total cognitive time for a problem, by an individual technician, is the sum of the

inter-step cognitive times for that individual's diagnosis procedure. The average cognitive time for

a particular pmble is the simple mean of the cognitive times for the individual participants on that

problem.

According to the definition given above, cognitive time is that time during which no manual
:- activity is being performed. It is recognized that cognitive activities also can occur during the

performance of manual actions. These could range from monitoring the performance of the manual
Fs actions in progress to planning future testing, or reasoning about results already obtained. For the

purpose of projecting total maintenance time, however, it is most convenient o classify work as
'manual' when observable work is being performed, and 'cognitive' when no manual actions are in

- .* progress. The PROFILE model and its associated manual time data address the time expenditures
during the portions defined as manual, even if some cognitive activities occur during these periods.

System-level Results

Appendix A presents the experimentally observed time data for the three systems studied,
- accumulated by technician; appendix B presents the results accumulated by problem. The two

" - questions of concern here are whether there are well-ordered relationships among cognitive
variables within a particular system, and whether there are relationships that seem to hold across

systems.

Table 2 lists correlations for three pairs of variables, for each of the three systems studied.
The data analyzed here are the individual problem solutions, thus for example the sample size for

,* system one is 384 (forty-eight technicians, eight problems per technician).

SYSTEM

1 2 3
" Variable Pair n=384 n= 174 n=80

cognitive time to solution versus number of steps to solution 0.67 0.67 0.75
* cognitive time to solution versus manual time to solution 0.61 0.64 0.71

cognitive time to solution versus cognitive time per step 0.80 0.69 0.65

Table 2. Correlations at the Systems Level

...... ... ..
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The correlations given in table 2 are all significant. Since the PROFILE model can be used

to estimate the number of steps to solution and the manual time to solution, these initially appear to

be promising indicators of cognitive time workload. The major concern then becomes whether the

quantitative relationships are consistent across system designs. Section III presents the results of
predicting cognitive time in this manner.

The significant correlations within systems are both interesting and intuitively reasonable. '-

Diagnostic sequences requiring more testing steps or higher cognitive time per step would naturally 4
tend to be higher in total cognitive time. Furthermore, solutions which require higher manual
involvement, either as a result of increased numbers of tests or the necessity to perform more

lengthy operations, would seem to also involve increased cognitive activity.

I
The low correlation between cognitive time per step and number of steps is more difficult to

understand. We might imagine that when a diagnostic routine requires more steps to solution the
cognitive time per step would also be higher, in general, as the problem is more difficult.

Alternatively, we might expect a subject-effect, either that technicians requiring more tests to find

faults also are slower in conducting the cognitive actions, or that those individuals who devote less
time to non-manual processes suffer by having to perform more tests.

Detailed examination of individual solution sequences reveals the possibility of several
types of effects. In some cases technicians appear to be 'fishing', by performing many tests, but
devoting little time to considering the results or to selecting the next test. Perhaps these individuals
are searching for some particular indication, and are ignoring the more subtle information content of
the tests. In these cases a high number of tests are observed with a low cognitive workload per
test. There are other cases when the cognitive times per test are unusually high when the number of
tests to isolation is high. These may be cases where the symptom information is difficult to
interpret, where the selection of a useful test is difficult, or where significant strategic alternatives -

are available to be considered. They may also be cases in which the individual's cognitive style is

different from those who do more testing and less evaluation and planning.

Compounded upon these partially offsetting effects are possible problem effects. Some
faults may lead troubleshooters into extremely complex areas of the system, thereby necessitating a A'.

high cognitive involvement per test, while others may be resolved via a sequence of easily

performed and interpreted tests. Clearly the detailed performance data cannot be easily interpreted '.'
unless subject effects and problem effects are considered individually. The next section looks .-.
deeper into the variations in cognitive time attributable to individual technicians, while the

subsequent section investigates problem effects.

6
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Individual Differences in Cognitive Time Expenditures

Do better diagnosticians dwell longer on the meaning of tests than less effective technicians,
or do they spend less time, possibly as a result of better understanding or innate reasoning power?
Does an increased investment in reasoning time pay off in reduced manual time and reduced total
fault isolation time? To explore these questions the individual technicians are ranked according to .. o,
the amount of coenitive time each one expended solving the problems, and grouped into three
categories of near-equal size.

Figure 1 presents the manual and cognitive times expended by each group, on the average,
for the IR system (system 3). While the cognitive time per problem varied from 268 seconds to
503 seconds, from the low cognitive group to the high cognitive group, the manual time expended
per problem was virtually identical across the three groups. This independence between manual
time and cognitive time, at the individual technician level, was equally true for the other two
systems studied. An analysis of variance confirms the lack of a significant effect of subject-group
upon manual time (F=0.0529, p=0.9485)

900
800- IR System

700--
600[v

.. 500- 26I7 0 Cognitiv

, 400 IE Manual
E 300-

2 0 0 3 9 3 5 8 3 4

U 100

Lower Middle Higher
cognition cognition cognition

* Figure 1. Cognitive and Manual Times, by Cognitive Group - IR System
(Technicians Grouped by Cognitive Time per Problem)

Variations in number of tests and cognitive time per test may be examined using these same
groups. Figure 2 presents the results for the IR System, and indicates that 1) the number of tests
performed did not differ significantly by cognitive group, and 2) the cognitive time per test

*. "increased significantly by cognitive group. This indicates that the reason for the increased cognitive

time per problem, for the higher-cognition group, was higher cognitive time spent Rmts rather
than increased numbers of tests.

•Appendix C provides a summary of these data, for the three cognitive groups in each study.

7 .- ,
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40--

..,40 o ., ..¢. .

35" IR System
30

25- 25 Tests
20 " -

Cog. test
15-

54

Lower Middle Higher
cognition cognition cognition

Figure 2. Number of Tests and Cognitive Time per Test - IR System

(Technicians Grouped by Cognitive Time Per Problem)

When individuals are grouped by their total isolation and repair time, including both

cognitive and manual effort, the better maintainers are found to expend less time in both manual and

cognitive activity in all three systems studied, with the one exception that the middle-total group in "7
the JR System study performed slightly less manual work than the lower-total group. Figure 3
presents the results for the IR system.

~~1000"!

900 IR System
800 .'

- 7003
600

E 40042'45 500 2240I Manuall
I' 300 491200

200 321 304
100

0
Lower Middle Higher
total total total

Figure 3. Cognitive and Manual Times, by Cognitive Group - JR System
(Technicians Grouped by Total Time per Problem)

The reduced manual time expended by the better troubleshooters appears to be a result of
better test selection, rather than a faster workpace, for the pace of performing manual tasks was
controlled in two of the three studies (in studies one and two all manual operations selected by the

subjects were shown being performed via color video tape).

As before, individuals spending more total time were found to devote more cognitive time
per test, although the effect was less consistent. These individuals also tended to perform slightly :- ,
• o - - - ." 8



more tests than their more effective counterparts. Appendix C provides the data for the three '.

studies, grouped by total fault diagnosis time.

Problem Effects

Possibly the best opportunity for understanding more about the ways system design can

affect cognitive workload is to explore ways in which diagnostic performance varied across
individual problems. A central question concerns the source of higher cognitive time requirements

for some problems over others. Does increased cognitive workload result from greater numbers of
tests, higher cognitive time per test, or both?

Figure 4 displays the average cognitive time per problem for each of the sixteen faults

inserted into the IR transmitter/receiver system. The problems are presented in order of increasing

- "cognitive time. Figure 5 displays the average number of tests and the average cognitive time per
* - test, for each problem, shown in the same order as in Figure 4. For this system, higher cognitive

workload resulted from both increased numbers of tests and increased cognitive time per test.

1000'
900

I800 IR System

700-
" 600.
" 500

p 400-K
300-
200
100

12 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Problem Number

Figure 4. Cognitive Times for 16 IR System Problems

(ranked in order of increasing cognitive time)
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IR System Tests "

(problems ranked by 0 Cog/Test .
total cognitive time)50

400S40-.

30 0 0 0
20 0 00

10 o 0 .0 0 0

10

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Problem Number

Figure 5. Number of Tests and Cognitive Time per Test, by Problem (IR System).

For the other two systems studied, increased cognitive time on particular faults was a result
of increased cognitive time per step only; the more time-consuming problems did not involve more
tests being performed. It is important to note, however, that the cognitive times per problem
varied only by a factor of approximately two, for these two systems, while the longest cognitive
time is ten times the shortest, for the IR System. In general, the results obtained for the IR system ", *-..,.

are believed to be the more typical, as the experimental conditions were extremely realistic for that
study.
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PROJECTING COGNITIVE TIME WORKLOAD IN FAULT DIAGNOSIS

The approach used by PROFILE to project manual times to perform operations is one of ."

synthesis; it predicts the sequence of manual tasks which will be performed to accomplish some

goal, and then sums the times of each of the manual elements. The results correspond well with

observed times because a body of time data exists for assessing the duration of manual actions.

A similar approach to predicting cognitive times would require the ability to predict the

- cognitive activities performed, and the times required to accomplish those mental functions. While

. this might be accomplished with some success for extremely simple mental tasks, such as some

types of choice tasks, we have neither the ability to predict the cognitive content of a complex

diagnosis activity nor the means for quantifying the time requirements of those mental processes.

The approach taken, therefore, was to attempt to find characteristics of the projected

diagnostic sequence which account for as much variation in cognitive time across problems as

possible. More specifically, three variables were explored for the extent to which they relate to

cognitive time; 1) number of tests performed, 2) total manual time in the diagnosis sequence, and 3) .".*""

u - manual times of the individual tests in the sequence. In all three cases, PROFILE is used to
predict the value of the variable of interest

Appendix D presents a detailed listing of the PROFILE projections, upon which the cognitive ,\. 2

time projections are based. The projections are summarized in Appendix E. The projections of

* cognitive time shown in these appendices are based upon estimates of inter-step cognitive times, as

S-" discussed later in this section.

. The annotation used in the remainder of this section employs three basic variables; C which

is actual cognitive time, T which is actual number of tests, and M which is the actual manual time.

Estimates of these are indicated as primed variables; for example T' and M' are PROFILE-

*' generated estimates of the number of tests required to resolve a fault and the manual testing time • ,
involved, respectively. Values obtained as a result of curve-fitting are indicated with A; for

: example an estimate of C, using a curve fit to experimental data is C.

Number of Tests

Figures 4 and 5 showed that, for the IR System, actual cognitive time per problem increases

as actual number of tests performed increases. The cognitive times for all thirty problems are

shown in Figure 6 versus the number of tests in the PROFILE solutions to the problems. The
":' 11 t,
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number of tests in some PROFILE solutions are non-integers, since PROFILE employs a sampling

process when it must resort to sequential replacements. This technique yields a set of reasonable

solutions to those problems in which multiple components are replaced in an arbitrary sequence.
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Figure 6. Cognitive Time per Problem versus Number of PROFILE Tests

The empirically derived curve fit to these data is
C= 177 +T 2.4

A
where C is the calculated cognitive time for the problem, in seconds

T' is the number of tests projected by PROFILE to diagnose and fix the fault .

Figure 7 illustrates the success with which this exponential function corresponds to the

cognitive times for the thirty problems studied (R=0.78; F=44.42, p=0.001).
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Figure 7. Projected Cognitive Times per Problem, based on Number of PROFILE Tests .. ,
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-.- While the computed times correspond rather well with the actual times, the generality of the -- :

*- function between number of tests and cognitive time is unknown. If a system design imposes tests

averaging ten minutes, for example, the cognitive time per test is expected to be much greater, and

the projected cognitive time, according to the function given above would be low. If the mean test k

times for some design are very short, the opposite is true. For these reasons manual time is now ...

considered, as an indicator of cognitive time.

Manual Time Per Problem

The second analysis attempts to relate cognitive time to the total manual time computed by

actual cognitive time per problem and projected manual time is not reliable when the problems from

all three systems are pooled (linear regression yields R=0.46).

r When the data are analyzed by system, the times are found to vary closely (and linearly) with

total manual time, but the parameters of those functions are significantly different for each of the

three systems. Cognitive time and manual time seem strongly related, but not in a manner which is

general across domains. The basic difficulty is that the cognitive time for a ten-minute problem will

differ significantly if those ten minutes arose from one or two tests, as opposed to many tests.
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Figure 8. Manual and Cognitive Times, by Problem
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The following section investigates cognitive times within a fault diagnosis sequence, with the

objective of developing a relationship which is sensitive to numbers of tests performed and to the .
manual workload of the individual tests involved.

Manual Times of Individual Tests \ '. .- '

The third approach uses a form of synthesis, in which the cognitive time for a problem is
computed as the sum of the cognitive times projected to occur between each two tests, i.e., the
interstep cognitive times. The objective is to derive a function which is sensitive to the manner in "0-

which manual time was expended, i.e., whether it arises from performing many brief tests or a few
long tests. Unfortunately, we currently have no way to know what part of an observed inter-step
cognitive time was devoted to assessing the results of the previous test, and what part was spent
planning the next action. Very specialized studies would be required to obtain these time portions
individually. All efforts to discover a multi-variate relationship between inter-step cognitive time

and characteristics of both the preceding and following test were entirely unsuccessful.

One relatively stable relationship, however, was obtained for the three systems studied
which relates inter-step cognitive time to the manual time of the following test. Figure 9 presents
the average cognitive time preceding a test versus the manual time of the test. Each data point
shown represents the average of all the inter-step cognitive times preceding manual tests of a
particular duration, across all three systems studied (Appendix F presents the data values; the data
were accumulated for each diagnostic episode until the first replacement was made). The first data
point shown, for example, indicates that the mean cognitive time preceding a manual test of five

seconds in duration was 9.7 seconds (N=86). .-
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Figure 9. Average Inter-step Cognitive Times
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The curve fit to these data is
A

IC= 10 + M' 065

A

where IC is the projected inter-step cognitive time
M' is the manual time of the following test, as projected by PROFILE P

• .. *.. .~.

This relationship appears most promising as a means for assessing cognitive workload, for it
. appears to be generally correct for each of the individual systems studied as well. The only

difference found when interstep cognitive times were computed by system was the Y-intercept,

representing a constant per test, which was 14 seconds for the IR system, and 8 seconds for the
P',t %'

other two systems combined. More importantly, the exponent of 0.65 provided a good fit to the
results summarized by individual system... .'.

Appendix D lists the PROFILE diagnosis sequences for each of the thirty faults studied. ....

This listing also displays the inter-step cognitive times computed according to the function
10 + M, 0.65

Computing Total Cognitive Times

AThe total estimated cognitive time to diagnose a fault is simply the sum of the IC computed at
A A

each test; C = IC.

Figure 10 displays the total projected cognitive times for the thirty problems in the three
systems plotted against the actual average cognitive time per problem, across all subjects. As seen
in this figure, the PROFILE projections tend to be significantly low for three problems involving

high actual cognitive time.
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Figure 10. Projected Cognitive Times per Problem, based on PROFILE

Projections of Inter-step Cognitive Time
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These faults (IR faults 1, 6, and 9), are also ones which required significantly more steps to

solution by PROFILE. When number of PROFILE steps is included in the projection function, the

following achieves the best fit to the data: 4

A A

C = E IC -59 + T'2 4  . .

where C is the projected cognitive time to diagnose a fault
A

IC is the inter-step cognitive time prior to each PROFILE test, computed as 10 + M0 _65

r is the number of PROFILE tests

Figure 11 displays the projected cognitive times for the thirty problems using this function,

versus the actual cognitive times (R ; 0.755; F=37.082).
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Figure 11. Projected Cognitive Time based on Inter-step Cognitive Time and Number of Tests

Projections of Total Maintenance Time

Figure12 displays the projections of tQta maintenance time versus the actual total times, -
averaged across all subjects and problems in the three systems. The projections are the sum of the

cognitive times shown in figure 11 and Appendix E, and the manual times projected by PROFILE
also shown in Appendix E.
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Figure 12. Projected and Actual Total Maintenance Times

As seen from Figures 7, 10, and 12, one particular fault caused the technicians considerably
more difficulty than would be predicted by the characteristics of PROFILE diagnosis sequences.
This fault is problem six, IC 46, a 2-input AND gate failed in the IR System, as shown in the* schematic diagram in Appendix G. This component happens to be one of several in a feedback

circuit. When it fails, the circuit runs continuously, rather than halting periodically to reset
counters. To the troubleshooter, the observable signals may appear generally normal. If the
abnormality is detected, the symptom does not assist in identifying the faulty component. Since the

output of IC 46 is an extremely brief reset pulse, there is no effective way to detect it with standard
test equipment. Thus, in this design the troubleshooter must ultimately resort to sequential
replacement until the fault is resolved.

- "The functions developed here to reflect cognitive time workload only partially recognize such
technical difficulties posed by the system design. While the existence of a feedback loop was not
explicitly specified to PROFILE, the troubleshooting model did encounter the same difficulty in
isolating the fault as the actual technicians did, i.e., it resorted to sequential replacement when no
effective test could be found to discriminate the true source of the abnormality. The fact that the

particular signal being tested was difficult to interpret, however, was not considered in the function
"" .. for cognitive time.

Ultimately, it may be possible to develop a more comprehensive projection technique which

s r is sensitive to a wider range of conditions. The following section addresses this objective.

17i I..

-..- . -%___ ___.? - ,-. ' .-.- A.....



SECTION IV. COGNITIVE COMPLEXITY IN FAULT DIAGNOSIS

The variables used in the previous section to project cognitive time are indirect measures of 4
cognitive workload. Tlny vary with actual cognitive time variations because they reflect the
difficulty PROFILE has in diagnosing a problem. Within a particular system design, faults which
require more PROFLE tests or lengthier manual testing are faults which either do not produce
many abnormal symptoms, and are therefore difficult to detect, or whose symptoms are difficult to
discriminate from those of other faults, or both. This is true because the PROFILE model attempts
to resolve problems in the most effective manner possible, and resorts to lengthy or numerous tests
only when forced to by the system design and the nature of the fault.

The projections of cognitive time workload should stand up well across electronic systems,
for the function relating inter-step cognitive time to manual time of the following test appears to be
relatively stable in somewhat different electronic environments. There is no evidence, however,

concerning its applicability in domains where the options, penalties, and distributions of task times -: 6-

are widely different from those encountered in electronic maintenance.

The following sections discuss an analysis of cognitive workload which may allow assessing
cognitive workload in a wider range of domains in the future.

Types or Cognitive Complexity in Fault Diagnosis

The sources of cognitive difficulty in diagnosis are numerous. It is useful, therefore, to
somewhat partition the possibilities. Cognitive workload is viewed as being affected by three main
influences: 1) the complexity of the system architecture concerned with fulfilling the missions of the
system, termed operational complexity, 2) the complexity of the process required to diagnose
faults in the system, called process complexity, and 3) the complexity of the resource-allocation - l

and planning environment, termed executive complexity.

These three types of characteristics mutually influence many of same specific diagnostic
functions. For example, we propose that cognitive time devoted to selecting a test is affected by the
complexity of the particular diagnostic sequence in progress, by the complexity of the system under
repair, and by the issues confronting the troubleshooter at the planning and resource allocation "" -

level. How these factors combine to impact cognitive workload is not at all clear.

Operational Complexity

Operational complexity relates to the ease of understanding the functions of the system under

18, V.
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repair, in both normal and failed conditions. This should not be confused with such measures as

testability, which reflect the ease with which system functions can be monitored. Operational ..-

complexity is a characteristic of the way the system is designed to accomplish its mission functions,

and it excludes consideration of design features intended to facilitate maintenance (such features are

considered in the next section). While operational complexity can heavily influence ease of

maintenance, the designer may have relatively little opportunity to simplify the hardware which . .,

accomplishes the primary missions of the system. High operational complexity may increase the

difficulty of devising and interpreting tests which assist in isolating faults. _

While operational complexity is affected by the number of physical components in the

system, the cognitive difficulty of working in the domain of a particular design may be much more

related to the organization of the components, and the nature of the functions which those

components perform.

Currently, it is very difficult to compare the complexity of the internal architecture of two

system designs. This is largely so because 1) the forms of representing those designs typically
contain immense amounts of implicit information, and 2) the elements and interconnections shown

may be of differing degrees of internal complexity. A block diagram of one system, for example,
*" ' could scarcely be compared to that of another design, for the degree of detail represented within the -.

blocks is a matter of arbitrary choice. Even two detailed schematic diagrams would be exceedingly

difficult to compare, for the components and signals could be of vastly different levels of 'A
complexity. Furthermore, an assessment of cognitive workload would be very difficult to develop -'S.

based upon a schematic diagram, for these involve a wide inventory of specific components.

A more feasible approach may be to develop a more generalized form of representation which

- *. -involves highly common, generic functions. In such a representation all outputs and inputs would

either be of comparable complexity, or they would carry some notation expressing the extent to

which they are formed by combining simpler signals. The problem here is not one of developing
an exotic representation form; a block diagram approach may be adequate. The problem is in
representing a system in a consistent form such that measures could be computed which reflect the

complexity of the system's operation. Experimentation could then be devoted to measuring how

"-. cognitive workload varies with this computed value.

The function of some idealized systems currently can be inferred from block-diagram

-'" representations if the following are true:

1. all outputs are time-invariant, and single-valued

2. a failure in any block causes all of its outputs to be abnormal %

r 3. any abnormal input to a block causes all of its outputs to be abnormal 64"

19
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Much of the research of troubleshooting behavior, including our study two, has used .
" .

systems which conform to these conditions. These conditions are rarely true for real-world

systems, however, although portions of some analog systems approach this level of simplicity. 4

More typically, some output lines can carry a multitude of possible values depending upon the

configuration of the system, failures in some blocks only impair some of their outputs, and some

abnormal inputs impact only some of the outputs of the blocks they drive. In the most complicated

cases, outputs vary over time, outputs become inputs to feedback loops, and outputs are complex

combinations of multiple signals.

Representations of complex systems can often be developed which meet conditions two and

three above, by successively decomposing complex system elements into sub-structures. Of

course this decomposition yields a representation involving many more blocks and explicit

interconnections than were evident in the original block diagram or schematic diagram, but in this

form the system behavior is fully specified in terms of comparable generic functions and signals.

Other types of system complexity resist simplification or representation in a standardized manner.

If a system design requires complex signal paths and complex signal forms, there is a limited

. opportunity for representing this in more elementary forms.

If a standardized representational format can be attained, then systems of widely differing

architecture could be compared by computing the numbers of signals and signal conversions, as

. suggested by Leuba (1962) or Wohl (1980). Moreover, experimentation could be undertaken to

explore how cognitive workload varies in relation to computed complexity values. . ..

It is important to reiterate that operational complexity is expected to influence diagnostic .
workload, but that it does not fully determine the diagnostic effort. Since, by definition,
operational complexity addresses the technical environment in which diagnosis occurs, it should be

combined in some manner with the implications of diagnostic difficulty related to the particular

diagnostic sequence. A technique for assessing the complexity of the diagnostic process is

presented below.

Process Complexity

Process complexity relates to the cognitive workload encountered in conducting diagnostic

performance. More specifically, it pertains to the functions of maintaining the information gained ."4
by previous tests, in a particular fault diagnosis sequence, and of selecting future actions which will

increase that information in manageable ways. Unlike operational complexity, which reflects the

general technical environment in which all fault diagnosis in that system occurs, process complexity

is a direct function of the particular actions performed, and hence of the fault being isolated. Thus L.
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some faults do not require diagnostic sequences which involve significant complexity, while others .

force the troubleshooter to delve deeply into the more difficult sections of the system.

In general, the system designer can reduce process complexity in two ways, I) provide tests
-. which reflect the operation of system functions in convenient and powerful ways, and 2) reduce the".

requirement for the maintainer to develop ad-hoc diagnostic procedures. Thus a system with high

operational complexity could be made to exhibit low process complexity by providing built-in tests

which are easy to conduct and interpret, or highly proceduralized diagnostic approaches. When ____

these resources fail to identify a fault, however, the maintainer of such a system must then generate

a testing sequence in an environment of high operational complexity

The difficulty of attaining a cognitive objective, like identifying the source of a fault, is

determined by the particular method employed to attain the objective. When measuring the manual
• -difficulty of attaining some objective, like tuning an automobile engine, we must first specify how

the work is to be done. Inexperienced mechanics may pursue methods which cause the work to be
very difficult, while more experienced individuals may be able to avoid some of the difficulty.

Thus manual difficulty is not a quality which is inherent to an objective but is inherent to the means
- for attaining the objective. Similarly, cognitive difficulty can only be defined in terms of a

particular sequence of cognitive activities performed.

As with manual performance, there are great variations among individuals in the cognitive
activities they perform to attain identical objectives. Which of all these possible approaches, then,

" - should be used as the basis for evaluating the cognitive difficulty of a particular task? One feasible
.. approach is to base this evaluation upon the decisions made by an expert troubleshooter. Thus if

we know that an expert will resolve a particular fault in a particular manner, we can retrospectively
S.-analyze the character of the task at each stage. Since we have a model of an expert troubleshooter

in PROFILE, we can use its diagnostic strategies as the source of this evaluation.

The complexity at each stage of a testing sequence is determined by evaluating the suspicions

- which exist as a result of all previous tests. If, for example, the previous tests in a sequence
• "indicate that the fault must be in Unit A of a system, and cannot be in Unit B, then the suspicion

state at this stage is extremely simple. Furthermore, the complexity at this stage is considered to be
-. independent of the internal complexity of each of the units. In succeeding tests the complexity of

the separate units may have to be confronted, but at this particular stage it can be avoided by the

diagnostician.

.- If, on the other hand, previous test results point to certain sub-sections within Unit A, and

some parts of Unit B, then the suspicion state is more complicated.
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Examp2l. Suppose the system under consideration is represented as shown in Figure 13. In

this example there are two modules (I and II), five boards (A,B,C,D,E), and twelve Replaceable

Units (RU's). -

4-'; "4, g'

Module!I Module Hi

BoardA BoardB BoardC BardD BoardE

Figure 13. A Sample System Hierarchy

At any stage of diagnosis we may attach a probability to each RU, representing the '

relative suspicion we hold that the fault is in that RU. Initially, these probabilities are computed .

from our estimates of the relative failure rates of the RU's. As testing progresses we can revise the

probabilities according to the evidence which each test produces. The exact value of these

suspicion levels is relatively unimportant. For the purpose of identifying what sections of a system

are under significant suspicion it is probably sufficient to convert all suspicion levels into 'High' or

'Low'. If the system design provides tests which map cleanly onto the system organization, then ,.-

the high and low suspicion levels will fall into groups matching units in the system representation.

Figure 14 displays sample probabilities which might exist at some step of diagnosis. The

probabilities of higher levels of organization are simply the sums of their sub-element probabilities.
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Board A Board B Board C Board D Board E

" .15 .02 .02 .01 .01 .02 .02 .20 .15 .10 .15 .15

Figure 14. Current Suspicion Levels

From Figure 14, it is seen that all the components on boards D and E are suspected to a

r meaningful degree, as is one component in board A. A verbal characterization of the current
suspicion state is "we suspect all components in module II, and component I in board A of module
I." This characterization is made as concise as possible by grouping all significant suspicions as

much as possible.

Figure 15 displays this characterization graphically. Note that sub-groups of system
elements are combined into higher levels whenever their suspicion levels are similar. If some
elements are suspected highly and others are not, then no further grouping is done.

.25 .75

Module I Module II

*..19 .02 .04

.15 .02 .02

Figure 15. Suspicion Characterization
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Now consider an alternative state of suspicions, as shown in Figure 16. This state might

result from performing a different test than that performed to produce Figure 14. Here, all

components in module II are suspected highly, and no component in module I is suspected highly. I

This state could be the result of a single test which monitors the entire functioning of one of the

modules and is in no way affected by the other, or it could reflect the cumulative effects of a series . -.-'

of tests. .-"

.14 .86

Module I Module 11

.08 .0204.63

Board A BoardB Board C Board D Board E

.04 .02 .02 .01 .01 .02 .02 .20 .15 .21 .15 .15

Figure 16. Suspicion Levels Resulting From an Alternative Test

The suspicions shown in Figure 16 may be stated as "we suspect everything in module II .

and nothing in module I" Figure 17 illustrates the suspicion situation graphically, after

* ~simplification. :.

.14 .86

Figure 17. Simplified Suspicion State Following Alternative Test ik

Quantifying Complexity at a Stage. The following formula is used to quantify the

complexity, Cp, of a suspicion state, in terms of the suspicion levels of the sub-elements at a stage
24



* in a diagnostic sequence: ,.:

* where C is the complexity of the suspicion state at the stage in the sequence .,..
P

pi is the probability, or suspicion level, of the ith element at that stage

This classical expression for entropy yields higher values when many elements are suspected

equally, and lower values when there are a few elements or when most of the uncertainty

(suspicion) is centered upon a few elements. According to this expression, the complexity of the

sample system shown in Figure 15 is as follows:

CP= -(.15 In .15 + .02 In .02 +.02 In .02 + .02 In .02 + .04 In .04 + .75 In .75)

- ( -.28 -. 08 -. 08 -. 08 -. 13 -. 22)

(-.87)

-0.87

Sr .
whereas the complexity of the suspicion state shown in Figure 17 is

CP =-(14 In . 14 + .86 In .86) .-....

-- (-.28 -. 13)

3 0.41

In summary, the complexity of a suspicion state is determined by the following process:

1. determine a suspicion level for each replaceable unit (RU) in the system
2. recursively combine all elements which are suspected to a similar degree

". 3. compute the complexity of the resulting state, as CP = _Z Pi In Pi

In general, the state complexity will be low at the beginning of a diagnostic sequence, for
early tests tend to address high-level units of system hardware, and therefore low-level
subcomponents are unlikely to be suspected to widely differing degrees. As testing proceeds,
however, more specialized tests are performed, which monitor some of the low-level functions.

When this occurs the suspicion state is likely to become far more complex. Late in a diagnostic

sequence, the state complexity will usually return to a low level, for the suspicions are generally

confined to a few low-level elements. If even a few such suspected elements reside in different
system functions or hardware units, however, the complexity can be high until the fault is finally

r - identified.
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Computing Total Process Complexity. The total process complexity for a diagnosis ".

sequence is computed as the sum of the state complexity values, Cp, following each test. Unlike -

operational complexity, the measure of process complexity is sensitive to the symptoms produced '

by a particular fault, and to the maintainability features of the system design. If a particular fault

can be isolated easily, and with few tests, then the total process complexity will be low. Faults

which force the troubleshooter to perform many tests, or tests which do not map well onto the

current suspicion state, will yield higher values.

The measure of process complexity offers several advantages over more classical approaches

to assessing the complexity of a system design, such as counting the number of signals and system

elements. First, it is sensitive to the relationship between the system design and the maintainability

features provided to monitor system functions. A system can be composed of an immense number

of components, yet reflect ease of maintenance in the process complexity measure, if the tests

available to the maintainer allow for easy partitioning of suspicion about the source of the fault.

Some computers, for example, are constructed of a very high number of components, yet are

relatively easy to maintain because the tests are easily performed and interpreted. A second

advantage of the process complexity measure is that it can identify particular faults which involve -..

relatively high diagnostic complexity. This affords the designer an opportunity to explore design

revisions which could relieve the difficulties. Finally, a potential benefit of computing total process ,_,7

complexity from individual state complexities is that it may be found that cognitive workload is

related more to the maximum complexity encountered within a problem than to the sum of the state
values. Since all suspicion state values are available within PROFILE, it will be possible to retain

both the maximum complexity level and the length of time the expert troubleshooter remained in

each complexity state. *.

Two additional comments should be made about the procedure for computing process
complexity. First, there are almost always alternative hierarchical representations of a system. A

representation could reflect the physical packaging of the system, its functional relationships, or .

* some hybrid combination of the two. Even when focusing on just one type, such as the functional . .
hierarchy, two experts can differ in representing the system. The implication of this is that process % .

-' complexity depends upon the representation of the system. If one individual views the system

physically, as novices tend to do, then the complexity of that person's diagnosis strategy will be

deeply affected by this conception. If experts conceive of a system in more functional terms, then

- the complexity follows this form. Most likely, experts have alternative representations which they

* employ depending upon the circumstances. Similarly, some system designs may encourage
functional thinking, while others may be easily viewed with physical representations.

Secondly, it is recognized that the exact procedure for combining like-suspected elements has
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not been specified in complete detail here. In the examples, suspicions were considered 'high' if
the level exceeded about 0. 10, and 'low' otherwise. Many other absolute and relative schemes are ,. .

possible for combining elements into larger conceptual chunks, and some of these have been

informally explored. Until more specialized studies are conducted, however, the best way to
perform this step will remain unclear. The objective ought to be to determine what scheme
produces suspicion representations most like those held by actual maintainers.

Executive Complexity

Executive complexity relates to the significance of the options which must be weighed by the
troubleshooter in managing fault diagnosis performance. In general, the time to decide upon a
particular action will be affected by the gravity of the actions under consideration. The data support
the notion that when the maintainer is about to perform a lengthy action, or one involving
replacement of more expensive units of hardware, the cognitive decision time increases. This effect

may also be true when the impending action is either dangerous, uncomfortable, or error-prone. .. ".

In some corrective maintenance settings the implications of alternatives is quite high. One
test might involve a time-consuming and costly configuration of people and equipments, while
another could involve an error-prone or dangerous disassembly which could create a need to

perform a difficult re-calibration. In such a case the troubleshooter must weigh alternatives with

significant implications, and would be expected to expend considerably more time considering the
issues.

The interstep-cognitive time data described in section III provided a function relating

cognitive time to the manual performance time of the impending action. What those data could not

indicate was' what portion of the time function was a result of the operational complexity of the
particular system under test, what part was related to the complexity of the particular diagnostic

process, and what part was influenced by the available choices. One hypothesis is that the intercept
of the function is related in some manner to the operational complexity of the system under repair,
the exponential form of the curve is related to the time significance of the alternatives, and the large
variations about the mean time values for each sample point were due to variations in the process

complexity which were not controlled. N.-

Currently, PROFILE can detect decision points involving significant time implications, and it
can recognize when a replacement of a costly spare part is about to be performed. It could also
incorporate considerations of test danger or discomfort into its decision process, if test cost,
currently expressed in time, were weighted by an appropriate factor reflecting the environment in
which the test is performed. PROFILE cannot currently deal with the very real issue of human

error, however.
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SECTION V. SUMMARY AND CONCLUSIONS

Fault diagnosis is regarded primarily as a cognitive activity supported by the performance of,..-
manual actions which are performed to obtain new information. This does not imply that the

majority of time diagnosing a fault is purely cognitive. In three experimental studies conducted of

fault diagnosis in electronic maintenance, the average time devoted to purely cognitive activity
ranged from approximately one-third to one-half the total corrective maintenance time.

Summary

The central objective of this investigation was to develop a generalized procedure for

projecting cognitive time expended during fault diagnosis. The approach was to search for
characteristics of experimentally observed diagnostic performance which were related to actual

cognitive time expenditures, and then to project those characteristics and associated times for a
particular system, and sample of faults, using PROFILE. Toward this end, a total of 638 fault
diagnosis episodes were analyzed in detail. Guided by the findings of this analysis, three
alternative approaches to projecting cognitive time were derived, one of which appears to be

relatively reliable across system designs. This approach, which is a function of the manual times of
the individual tests and the number of tests performed, has been implemented within PROFILE for
use in projecting total corrective maintenance times.

A fundamentally different, and yet more ambitious, approach to projecting cognitive
workload is to attempt to identify generic sources of cognitive difficulty which can be quantitatively

evaluated for particular faults in particular system designs. This report has attempted to outline
what those generic types of complexity might be, and how they may be quantified individually. - --

Experimentally Observed Diagnostic Performance

In all three studies of diagnostic performance, cognitive time per fault diagnosed was
significantly correlated to all of the following: 1) number of tests performed, 2) manual time

expended in testing and 3) cognitive time per test.

An analysis of individual diagnostic performance showed that individuals who expended
more cognitive time in fault diagnosis did not differ significantly from those who expended less

cognitive time, in terms of the manual time spent testing and the number of tests performed.
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Individuals who completed fault diagnosis in the least total time (manual plus cognitive),

however, generally expended less cognitive time and less manual time, they performed fewer tests,

and they expended less cognitive time per test, than diagnosticians requiring more total time.

Faults which required increased cognitive time to solution generally required more tests, and

higher cognitive time per test, than faults involving a lower cognitive time workload. -'-

Projecting Cognitive Time Workload

The most promising characteristics of PROFILE diagnostic sequences, for the purpose of

projecting cognitive time, were found to be 1) the manual times of the individual tests performed,

and 2) the number of tests to diagnose a fault. When cognitive time is computed as a function of

these two factors, the projections of cognitive time are relatively accurate. .

Generic Complexity Types in Fault Diagnosis

Three types of complexity are defined. These are considered to mutually influence the ..-

cognitive worklcad in fault diagnosis.

Operational complexity reflects the complexity of the system under repair, in general.

Quantification of this characteristic is feasible in the relatively near future, if means can be

developed for expressing system designs in terms of comparable simple functions and simple

outputs.

Process complexity reflects the nature of the diagnostic sequence performed by an expert

troubleshooter to identify a particular fault, and is computed by summing the complexity of the

suspicion state at each stage of fault isolation. The suspicion state is formed by manipulating the

system hierarchy such that it represents the major system elements suspected and not suspected,,.

following each test. This technique identifies faults which involve complicated testing sequences
and it is sensitive to aspects of the system design which complicate diagnosis.

Executive complexity has to do with the significance of the choices facing the troubleshooter.

If the alternatives under consideration involve serious time, cost, or personal safety factors, then

executive complexity increases, and, apparently so does the cognitive time involved in the decision.

. The data analyzed in this research provided one view of executive complexity, in the form of
varying time costs of tests. The relationship between actual inter-step cognitive times and the. i

manual times of the following tests indicates that cognitive time increases as the time of the test :

under consideration increases, but rapidly approaches an asymptote.
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Conclusions

This research represents a beginning in attempting to quantify cognitive workload in fault

diagnosis. The retrospective analysis of experimentally obtained performance data reveals 4

significant relationships, suggesting that expenditure of cognitive time is related to specific

characteristics of the diagnostic context and content. The PROFILE model of expert

troubleshooting strategy has provided a resource for quantifying those characteristics, and, with

some adjusting for internal bias, has produced diagnostic routines whose characteristics correspond ,, -

in meaningful ways with actual cognitive times.

Even very strong relationships among variables, however, do not satisfy the requirements

for a projection technique until and unless the parameters of those relationship are validated for
generality across a number of domains. The relationship between inter-step cognitive time and the

manual time of the following test was examined in three relatively diverse experimental settings,

and found to be quite similar across those domains. Further experimentation should be conducted

1) to test this relationship across a wider range of diagnostic environments, 2) to explore its

generality at much higher time values, and 3) to determine what aspects of the relationship are

affected by the design of the system, and the particular complexity of the diagnostic process at the . -

time of performance.

This work was greatly facilitated by an unusually substantial body of actual troubleshooting
performance data. Because of the relatively realistic environment in which these studies were

conducted (i.e., the troubleshooters were not asked to explain their work, nor were they interrupted

in any manner to facilitate data collection), the validity of the data is believed to be very high.

As would be expected, this experimental approach also had associated disadvantages. Since

the original studies of diagnostic performance were not conducted for the primary purpose of

exploring cognitive workload, a number of critical questions could not be examined. Interestingly,

however, there are a number of examinations of the existing data which could yield more

understanding, but remain to be performed. The most promising of these would be a study of the
variations of inter-step cognitive times prior to tests of approximately the same time duration. It is

suspected that these variations could be largely explained in terms of the particular process

complexity that existed at each step.

The types of studies which should now be conducted to resolve many of the questions raised

here are now much clearer as well. Of particular value would be the observation of a large number

4 of carefully controlled decision tasks, including the following:

Cognitive time related to symptom assessment. The measure of interest is the time required to -
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judge the normality of a test result. Within a few systems, subjects would be given a sequence of

test symptoms, and be asked to judge the normality of each reading.

Cognitive time related to symptom interp retation. The measure of interest is the time required to

interpret a test result in terms of the possible sources. Subjects would be given test results,

including whether those results are normal or abnormal, and be asked to interpret the significance

of each reading.

Coanitive time related to test selection. Subjects would be given a suspicion state, i.e., a set of

suspected elements in a system, and be asked to select he next test to perform.

All three of the above investigations would have to be done over a range of operational complexity
and process complexity, quantified as outlined in section IV.

Cognitive time related to characteristics of alternatives. Subjects would be given a small set of
alternative actions and associated expectations and costs, and be asked to choose a course of action.

Unfortunately, studies one and two, above, involve cognitive functions which we can only

presume are performed, and both require the individual to perform some response for our benefit
which may involve further cognitive functions or may alter the way the individual would naturally

respond to the situation. It would be expected that the results of such studies would serve as a
guide in then conducting more whole-task studies, similar to those used in this research, to explore

cognitive workload in a realistic context. The three types of cognitive complexity developed here
may serve as useful control variables.

The examination of complexity may also provide a somewhat broader or more precise

outlook upon the objectives which should be sought to ease corrective maintenance. To the

designer, a measure of complexity of diagnosis could have significance in evaluating alternative - ..

maintainability features, and someday the procurement of systems may include specifications
concerning ease of maintenance in terms which could be so quantified.

To those concerned with maintenance procedures and maintenance training, a consideration

of complexity could suggest that preferred approaches to ^'ault isolation may not always be those
which are most powerful, from the standpoint of amount of information obtained. For example, .
research might determine that fault isolation is more reliable and timely when the tests are selected
to yield less than the maximum amount possible, at each stage, thereby easing the task of

interpreting the results. Currently this is a question which is not formally raised, since there has
been no workable means for assessing the values needed. As a result, maintainers are typically

drilled to select the most powerful tests available. On the job, however, it may be that the
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troubleshooters are relatively sensitive to judging what information would be meaningful to them,

and what tests they can perform with a minimum of chance for error.
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Appendix A - Individual Technician Performance Data

Average Average Average Average Average
Technician Manual Cognitive Number Cognitive Time Number of "

System Number Time Time of Tests per Test Replacements
In 1 347 230 13.7 16.8 1.6
IR 2 451 321 14.0 22.9 1.4
IR 3 375 253 19.8 12.8 1.5 ,-
IR 4 566 540 15.91 34.0 1.6
IR 5 241 363 24.2 15.0 3.4
IR 6 407 401 10.1 39.7 1.8
IR 7 501 358 21.1 17.0 3.3
IR 8 282 391 13.9 28.1 1.1
IR 9 282 476 12.8 37.2 1.6
IR 10 199 492 11.3 43.5 1.9 -

"

1 2531 133 3.3 40.3 2.6
(Nl 2 2051 95 3.5 27.1 1.9
QN 3 265 126 3.3 38.2 2.1
(N 4 306 219 4.0 54.8 2.1
_N 5 221 100 3.4 29.4 2.0
_N 6 211 182 3.0 60.7 2.0 ,
GN 7 265 145 1.3 111.5 2.3
G4J 8 330 105 4.6 22.8 2.4

N _ 9 348 109 4.4 24.8 1.7
_N 10 333 145 4.3 33.7 2.9
QJ 11 250 170 3.7 45.9 1.7
(N 12 286 148 4.2 35.2 2.6
GN 13 218 93 3.9 23.8 1.9
GN 14 319 71 4.0 17.8 0.9
_N 15 292 142 3.6 39.4 1.0
_N 16 283 113 3.8 29.7 1.2
_N 17 363 176 2.5 70.4 1.9
G' 18 258 108 3.9 27.7 1.5
(N 19 246 151 2.9 52.1 2.0
G4l 20 267 162 3.7 43.8 2.8
_N 21 324 186 3.6 51.7 2.3
__ 22 283 174 3.5 49.7 2.9
(N 23 347 119 3.9 30.5 2.0
_N 24 178 115 2.8 41.1 1.1
N 25 316 164 3.4 48.2 2.1

(CNl 26 223 91 3.0 30.3 2.1
(Nk 27 228 108 2.9 37.2 1.6
('Nl 28 261 125 3.5 35.7 1.4

_ 29 222 1541 3.11 49.7,2

IR - Infrared Transmitter/Receiver System -:
GN - Graphics Network System
MC - Microcomputer System

Page 1
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Appendix A - Individual Technician Performance Data

IVIC 1 666 203 7.4 27.4 2.4
MC 2 648 212 7.3 29.0 1.6
MIVC 3 527 320 6.6 48.5 2.0 .

MC 4 592 453 7.1 63.8 2.0
IVC 5 558 359 6.8 52.8 1.6
IVC 6 685 208 7.7 27.0 1.7
IV .. MC 7 602 200 6.3 31.7 1.8
MIVC 8 766 290 7.9 36.7 2.0 ilk%

rp MC 9 686 300 7.4 40.5 2.4
MC 10 381 267 4.6 58.0 1.8
MC 11 553 254 6.9 36.8 1.5
IVC 12 421 185 5.4 34.3 1.6
MC 13 528 272 6.9 39.4 1.9
IC 14 617 370 7.0 52.9 1.6
MC 15 560 255 6.8 37.5 1.8

-MC 16 630 210 7.0 30.0 1.8
IVC 17 549 190 6.7 28.4 1.8
IVC 18 564 186 6.6 28.2 2.0
IVC 19 588 354 6.8 52.1 1.2
MIVC 20 612 439 6.6 66.5 3.2 r,
MC 21 521 185 6.7 27.6 1.6 .
IVC 22 541 363 7.0 51.9 1.9
IVC 23 471 165 5.0 33.0 1.2
IVIC 24 510 251 6.1 41.1 2.0
IVIC 25 564 288 6.6 43.6 1.5

' MC 26 674 161 6.9 23.3 1.9
IC 27 660 277 7.1 39.0 1.8
-MC 28 571 306 6.6 46.4 1.6

MC 29 665 353 8.9 39.7 2.1
"MC 30 563 278 6.4 43.4 1.8

IVC 31 572 357 6.6 54.1 1.6
I MC 32 614 317 7.1 44.6 1.9

IVC 33 568 200 6.4 31.3 1.8
MC 34 578 306 7.6 40.3 2.2
MC 35 583 230 6.4 35.9 2.2
IMC 36 643 434 6.8 63.8 3.0
IVMC 37 347 226 4.2 53.8 1.4
MC 38 531 182 5.5 33.1 1.6

.MC 39 695 256 7.5 34.1 1.9
MC 40 788 259 8.7 29.8 2.5
IVIC 41 472 276 6.4 43.1 1.4
MC 42 577 296 7.2 41.1 2.0
MC 43 721 299 7.6 39.3 2.0
MIVC 44 500 261 5.9 44.2 1.6
IVIC 45 489 223 6.6 33.8 1.6
MVC 46 5991 115 6.8 16.9 2.1
MIVC 47 397 214 5.4 39.6 2.2
IvIC 48 488 136 5.8 23.4 1.6

Page 2
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Appendix B - Problem Data

Manual Cgitiiv~ Number Number
Problem Time Time Tests Replacements

IRI___ 692 687__ 1.5
1R2 307___ 223____ 15.0___ 2.8

1R3 335___ 317___ 22.0__ 4.0

1R4 448 467 15.8 2.2
IR5 334 __ 310 _ 10.8 1.2
1R6 602_ 983__ 23.4_ 3.0 -

1R7 217 __ 242 __ 13_4 1.0
IRS 1701__ 91 __ 7.2_ 1.0
1R9 564___ 653___ 21.2___ 2.8
IRIO 242__ 262___ 9__ _ 8 1.2
IRI _ _ _ 367_291_12. 1.0
1R 12 415___ 504___ 14.3___ 1.0
IR13 190 ___ 270 __ 11.2 1.2
IR 14 546 376 18.4 2.2
IRi 15__ _ 111 ___ 147 ___ 9.6 1.6
IR16 1 293 304 14.2 1.6

MC2 249_139_4. 1.2
MC3 845_2947. 2.7
MC4 793_252_9. 2.0

MC7 623_ 217_7.8_2.

MC8 3181174.81.

GN2 124__ 95__ 3.9__ 1.8
GN3 286___ 150___ 3.3___ 3. 1
GN4 303___ 178___ 5.5___ 3.5
GN5 161_ 109_ 6.0 2. 1
GN6 341__ 151__ 5.1__ 2.4

IR - Infrared Transmitter/Receiver System
GN - Graphics Network System
MC - Microcomputer System

-- ~~~~~~~~. - ---- ----



Appendix C -Performance Data by Technician Group

Students ranked Into thirds, based u00 Cocitlve time per problemn

IR System Manual Cognitive Tests Cog/test N I
Lower 391 268 15.8 17.0 3
Middle 358 378 17.3 21.9 4
Higher 349 503 13.3 37.8 3

- ~Graphics Network ___

Lower 263 99 3.7 26.8 10
Middle 276 133 3.4 39.1 9
Higher 279 174 3.3 52.7 10

Microcomputer
Lower 5631 185 6.4 28.9 16
Middle 5601 260 6.6 39.4 16
Higher 6041 352 7.1 49.6 16

Students ranked Into thirc. based uoon Total time Der orobiem

I R System Manual Cognitive Tests Coo/test N
Lower 321 282 19.2 14.7 3
Middle 304 420 13.5 31.1 4

SHigher 491 433 15.7 27.6 3

Graphics Network ____ ___ ____

Lower 227 112 3.3 33.9 10
Middle 266 141 3.3 42.7 9 -~.

*Hiaher 324 154 3.8 40.5 10

Microcomputer ______ _____________________

Lower 488 204 5.9 34.6 16
Middle 594 250 6.91 36.2 16
Higher 645 343 7.31 47.0 16



Appendix D - Detailed PROFILE Projections

I__ 1PROFILE PROJECTIONS I
Problem Test No.1I Test Time Occ.sManual Tm Con ie! Total Time
IRi 1 10 1.01 10.0 14.5 24.5. -

60 2 1.01 2.0 11.6 13.6
59 23 1.01 23.0 17.7 40.7

_____ 1 10 1.0 100 14.5 24.5 *

7 48 1.0 48.0 22.4 70.4
58. 49 1.0 49.0 22.5 71.5

1 10 1.0 10.0 14.5 24.54
261 55 1.0 55.0 23.5 78.5
29 43 1.0, 43.0 21.5 64.5
35 55 1.0 55.0 23.5 78.5
43 24 1.0 24.0 17.9 41.9
42 66 1.0 66.0 25.2 91.2
40 38 1.0 38.0 20.6 58.6
37 48 1.0 48.0 22.4 70.4

____ 38 48 1.0, 48.0 22.4 70.4
____R36 35 1.01 35.0 20.1 55.1

1 10 1.0 10.0 14.5 24.5
TOTAL- 574.0 329.2 903.2

IR2 1 10 1.0 10.0 14.5 24.5 1
60 ____2 1.0 2.0 11.6 13.6

____ 59 23 1.0 23.0 17.7 40.7
60 ___ 8 1.0 8.0 13.9 21.9

____ 15 60 1.0 60.0 24.3 84.3
____ 13 30 1.0 30.0 19.1 49.1

14 28 1.0 28.0 18.7 46.7g
____ 52 58 1.0, 58.0 24.0 82.0
____ 49 28 1.0 28.0 18.7 46.7

____R10 27 1.0 27.0 18.5 45.5
____ 60 2 1.0 2.0 11.6 13.6

TOTAL- 276.0 192.6 468.6

IR3 1 10 1.0, 10.0 14.5 24.5 r
60. 2 1.0 2.0 11.6 13.6
59 23 1.0 23.0 17.7 40.7
60 ___ 8 1.0 8.0 13.9 21.9

____ 15 60 1.0 60.0 24.3 84.3
____ 16 35 1.0 35.0 20.1 55.1
____ 54 55 1.0, 55.0 23.5 78.5

R17 8 0.4 3.2 5.5 8.7
60 2 0.4 0.8 4.6 5.4

____R14 27 1.0 27.0 18.5, 45.5
60 ___ 2 1.0 2.0 11.61 1 3.6

____TOTA- ____ 226.0 165.81 391.81

Note: When PROFILE must select an element for replacement among two or more which are
equally expensive and equally suspected, it selects the order of replacment randomly. This
appendix lists those replacements in nume.rical order, along with their respective frequency of
replacement (see problem IR 4, for example).
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Appendix D- Detailed PROFILE Projections

1R4 1 10 1.01 10.0 14.5 2.
____ 0 2 1.01 2.0 11.6 13.6

59 23 1.0 23.0 17.7 40.7
1 10 1.0 10.0 14.5 24.5
7 48 1.0 48.0 22.4 70.4

58 49 1.0 49.0 22.5, 71.5
" 1 10 1.0 10.0 14.5 24.5

26 55 1.0 55.0 23.5 78.5
- 29 43 1.0 43.0 21.5 64.5 4

25 50 1.0 50.0 22.7 72.7
23 49 1.0 49.0 22.5 71.5

R23 27 0.4 10.8 7.4 18.2
1 10 0.4 4.0 5.8 9.8

R24 27 0.4 10.8 7.4 18.2
1 10 0.4 4.0 5.8 9.8

R25 27 0.2 5.4 3.7 9.1 L

S 1 10 0.2 2.0 2.9 4.9
____R26 27 0.2 5.4 3.7 9.1

1 10 0.2 2.0 2.9 4.9
____R27 27 1.0 27.0 18.5 45.5* 1 10 1.0 10.0 14.5 24.5

TOTA- 430.4 280.5 710.9

IR5 1 10 1.0 10.0 14.5 24.5
37 87 1.0 87.0 28.2 115.2
38 48 1.0 48.0 22.4 70.4
58 49 1.0 49.0 22.5 71.5

R 1 10 1.0 10.0 14.5 24.5
R20 27 1.0. 27.0 18.5 45.5

110 1.0 10.0 14.5 24.5
" TOTAL= 241 135.077 376.1

IR6 1 10 1.0 10.0 14.5 24.5
60 2 1.0- 2.0 11.6 13.6

_____ 59 23 1.0 23.0 17.7 40.7
• ". 1 10 1.0 10.0 14.5 24.5

7 48 1.0 48.0 22.4 70.4
_.._ 58 49 1.0 49.0 22.5 71.5

1 10 1.0 10.0 14.5 24.5
"" 26 55 1.01 55.0 23.5 78.5
_ 29 43 1.01 43.0 21.5 64.5
-- _ 25 50 1.01 50.0 22.7 72.7

23 49 1.0 49.0 22.5 71.5
R25 27 1.0 27.0 18.5 45.5

10 1.0 10.0 14.5 24.5
R26 27 0.2 54 37 9.11 10 0.2 2.0 2.9 4 9R27 27 0.6 16.2 11.1 27.3

.. __1 10 0.6 6.0 8.7 14.7
"-'-,TOTAL- 415.6 267.3 682.9

Page 2
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Appendix D - Detailed PROFILE Projections

IR7 1 10 1.0 10.0 14.5 24.5
60 2 1.0 2.0 11.6 13.6
59 23 1.0 23.0 17.7 40.7
60 8 1.0 8.0 13.9 21.9

8 29 1.0 29.0 18.9 47.9
R32 27 1.0 27.0 18.5 45.5

1 10 1.0 10.0 14.5 24.5
TOTAL- 109.0 109.5 218.5

IR8 1 10 1.0 110.0 14.5 24.5
60 2 1.0 2.0 11.6 13.6
59 23 1.0 23.0 17.7 40.7
60 8 1.0 8.0 13.9 21.9
15 60 1.0 60.0 24.3 84.3
16 35 1.0 35.0 20.1 55.1
54 55 1.0. 55.0 23.5 78.5

R17 8 1.0 8.0 13.9 21.9
1 10 1.01 10.0 14.5 24.5

TOTAL- 211.0 153.8 364.8

IR9 1 10 1.0 10.0 14.5 24.5
7 48 1.0 48.0 22.4 70.4

15 55 1.0 55.0 23.5 78.5
19 43 1.0 43.0 21.5 64.5
29 65 1.0 65.0 25.1 90.1
37 82 1.0 82.0 27.5 109.5
43 12 1.0 12.0 15.0 27.0
40 55 1.0 55.0 23.5 78.5 - ,
41 38 1.0 38.0 20.6 58.6
38 48 1.0 48.0 22.4 70.4

R36 35 1.0 35.0 20.1 55.1
1 10 1.0 10.0 14.5 24.5 " "

TOTAL- 501.0 250.7 751.7

IR1O 1 10 1.0. 10.0 14.5 24.5 IP
7 48 1.0 48.0 22.4 70.4

15 55 1.0 55.0 23.5 78.5
36 24 1.0 24.0 17.9 41.9

____ 13 35 1.0 35.0 20.1 55.1
14 28 1.0 28.0 18.7 46.7.- .,
16 42 1.0 42.0 21.4 63.4---

R35 35 0.8 28.0 16.1 44.1
R35 1 10 0.8 ...8.0 11.6 19.6
R10 27 1.0 27.0 18.5 45.5-"-

110 1.0 10.0 14.5 24.5 ,

TOTAL- 315.0 199.1 514.1
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Appendix D - Detailed PROFILE Projections

IR11 1 10 1.01 10.0 14.5 24.5
____7 48 1.01 48.0 22.4 70.4

____ 15 55 1.0 55.0 23.5 78.5
____ 19 41 1.0 43.0 21.5 .64.5

16 - J 1.0 40.0 21.0 61.0
____R17 8 1.0 8.0 13.9 21.9

1 4 1.0 4.0 12.5 16g.5
____R14 27 1.0, 27.0 18.5 45.5

1 10 1.01 10.0 14.5 245
I ~ TOTAL- ______ 245.0 162.2 407.2

IR12 ____1 10 1.0 10.0 14.5 24.5
____7 48 1.0 48.0 22.4 70.4
____ 15 55 1.0 55.0 23.5 78.5

19 43 1.01 43.0 21.5 64.5
____ 29 65 1.0 65.0 25.1 90.1
____ 26 28 1.0 28.0 18.7 46.7
____ 23 60 1.0 60.0 24.3 84.3

24 38 1.0 38.0 20.6 58.6
____ 25 44 1.0 44.0 21.7 65.7

R24 27 0.6. 16.2 11.1 27.3
L ___1 10 0.6 6.0 8.7 14.7

R25 27 0.2 5.4 3.7 9.1L
____1 10 0.2 2.0 2.9 4.9
____R26 27 0.2 5.4 .3.7 9.1

1 10 0.2 2.0 2.9 4.9
____R27 27 1.0 27.0 18.5 45.5
____1 10 1.0 10.0 14.5 24.5

TQTAL-.__ 465.0 258.3 723.3

IR13 1 10 1.0 10.0 14.5 24.5
____ 37 87 1.01 87.0 28.21 115.2
____ 38 48 1.0 48.0 22.4 70.4

____R20 27 1.0 27.0 18.5 45.5
____110 1.0 10.0 14.5 24.5

____TOTAL- _____ __ 8.0 98.1 280.1
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Appendix D - Detailed PROFILE Projections

1814 1 10 1.01 10.0 14.5 24.5
____7 48 1.01 48.0 22.4 70.4

____ 15 55 1.01 55.0 23.5 78.5
19 43 1.01 43.0 21.5 64.5

____ 29 65 1.0 65.0 25.1 90.1
____ 26 28 1.0 28.0 18.7 46.7
____ 23 60 1.0 60.0 24.3 84.3

24 38 1.0 38.0 20.6 58.6
25 44 1.0 44.0 21.7 65.7

____R23 27 0.2. 5.4 3.7 9.1
____1 10 0.21 2.0 2.9 4.9

R24 27 0.4 10.8 7.4 18.2
1 10 0.4 4.0 5.8 9.8

R25 27 1.0 27.0 18.5 45.5
1 10 1.0 10.0 14.5 24.5

R26 27 0.8 21.6 14.8 36.4
1 10 0.81 8.0 11.6 19.6

R27 27 0.41 10.8 7.4 18,2
1 10 0.41 4.0 5.8 9.8

TOTAL. ________ 494.6 284.7 779.3

LIR15 1 10 1.0 10.0 14.5 24.5
____7 48 1.0 48.0 22.4 70.4
____8 19 1.0 19.0 16.8 35.8

R32 27 1.0 27.0 18.5 45.5
1 10 1.01 10.0 14.5 24.5

TOTALP 114.0 86.6 200.6 ,

IR16 1 10 1.0 10.0 14.5 24.5
7 48 1.0 48.0 22.4 70.4

____ 15 55 1.0 55.01 23.5 78.5
____ 19 43 1.01 43.01 21.5 64.5
____ 16 40 1.01 40.01 21.0 61.0

____R14 27 0.4 10.8 7.4 18.2
1 10 0.4 4.0 5.8 9.8

____R17 8 1.0 8.0 13.9 21.9
1 10 1.0 10.0 14.5 24.5

____R35 35 0.2 7.0 4.0 11.0
____1 101 0.2. 2.0 2.9 4.9
___TOTAL- ____ 237.8 151.3 389.1
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Appendix D - Detailed PROFILE Projections

MCi 5 29 1.0 29.0 18.9 47.9
____7 57 1.0 57.0 23.8 80.8
____R1 196 1.0 196.0 40.9 236.9

____5 29 1.0 29.0 18.9 47.9
____TOTAL- __ 311.0 102.6 413.6

MC2 5 29 1.0 29.0 18.9 47.9
7 57 1.0 57.0 23.8 80.8

R2 43 1.0 43.0 21.5 64.5
____5 29 1.0 29.0 18.9 47.9

TOTAL- ____ 158.0 83.2 241.2

MC3 5 29 1.0 29.0 18.9 47.9
____6 65 1.0 65.0 25.1 90.1

10 57 1.0 57.0 23.8 80.8
____9 88 1.0 88.0 28.4 11r,
____3 78 1.0 78.0 27.0 10.

____2 301 1.0 301.0 50.8 351.8
R4 37 1.0 37.0 20.5 57.5

2 301 1.0 301.0 50.8 351.8
____TOTALM ______ 956.0 245.3 1201.3

MC4 5 29 1.0 29.0 18.9 47.9
7 57 1.0 57.0 23.8 80.8

R9 55 1.0 55.0 23.5 78.5
5 29 1.01 29.0 18.9 47.9
8 109 1.0 109.0 31.1 140.1

____4 ___ 54 1.0 54.0 23.4 77.4
____ 14 57 1.0 57.0 23.8 80.8

R7 ____85 1.0 85.0 28.0 113.0
5 ____29 1.0 29.0 18.9 47.9

15 24 1.0 24.0 17.9 41.9
R19 14 1.0 14.0 15.6 29.6

5 ____29 1.0 29.0 18.9 47.9
R8 166 0.8 132.8 30.2 183.0

____5 29 0.8- 23.2 15.1 38.3
R6 ____98 1.0 98.0 29.7 127.7

____5 29 1.0 29.0 18.9 47.9

____TOTAL,. _____854.0 356.7 1210.7
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Appendix D - Detailed PROFILE Projections

MC5 5 29 1.0 29.0 18.9 47.9
7 57 1.0 57.0 23.8 80.8

____R9 55 1.0 55.0 23.5 78.5
5 29 1.0 29.0 18.9 47.9
8 109 1.0 109.0 31.1 140.1
4 541 1.0 54.0 23.4 77.4

14 57 1.0 57.0 23.8 80.8
____R7 85 1.0 85.0. 28.0 113.0

5 29 1.0 29.0. 18.9 47.9
TOTAL-- 504.0 210.4 714.4

MOG 5 2911.0 29.0 18.9 47.9
____7 57 1.0 57.0 23.8 80.8

R9 55 1.0 55.0 23.5 78.5
5 29 1.0 29.0 18.9 47.9

____8 109 1.01 109.0 31.1 140.1
____4 54 1.01 54.0 23.4 77.4

14 57 1.0 57.0 23.8 80.8
____R7 85 1.0 85.0, 28.0 113.0
____5 29 1.0 29.0 18.9 47.9

15 24 1.0 24.0 17.9 41.9
L R8 166, 1.0 166.0 37.7 203.7

____5 29 1.0 29.0 18.9 47.9
____TOTAL-- 723.0 285.0 1008.0

MC7 5 29 1.0 29.0 18.9 47.9
____6 65 1.0 65.0 25.1 90.1

____ 10 57, 1.0 57.0 23.8 80.8
____R13 231 1.0 23.0 17.7 40.7

____5 29 1.0 29.0 18.9 47.9
____TOTAL. __ 203.0 104.4 307.4

MC8 5 29 1.0. 29.0 18.9 47.9
4_______ 55 1.0 55.0 23.5 78.5

____R9 54 1.0 54.0 23.4 77.4
____5 29 1.0 29.0 18.9 47.9
____ 14 57 1.0 57.0 23.8 80.8

R7 85 1.0 85.0 28.0 113.0
5 29 1.0, 29.0 18.9 47.9

____R8 166 0.4 66.4 15.1 81.5
15 29 0.4 11.6 7.6 19.2 ~

R19 14 1.0 14.0 15.6 29.6
____5 29 1.0 29.0 18.9 47.91

TOTAL. ____ ___459.0 212.6 671.

Page 7
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Appendix D - Detailed PROFILE Projections

*GNI 1 5 1.0 5.0 12.8 17.8
3 10 1.0 10.0 14.5 24.5

____4 15 1.0 15.0 15.8 30.8
R17 15 1.0 15.0 15.8 30.8

1 _____5 1.0 5.0 12.8 17.8
5 20 1.0. 20.0 17.0 37.0

* ___R7 60 1.0 60.0 24.3 84.3
____1 5 1.0 - 5.0 12.8 17.8p TOTAL= _____135.0 126.0 261.0

C442_ 1 5 1.0 5.0 12.8 17.8
____3 10 1.0, 10.0 14.5 24.5
____ 12 30 1.01 30.0 19.1 49.1

____R16 30 1.01 30.0 19.1 49.1
____1 5 1.01 5.0 12.8 17.8
____TOTAL- 80.0 78.4 158.4

C443_ 1 20 1.0 20.0 17.0 37.0
2 160 1.0 160.0 37.1 197.1

R4 40 1.0 40.0 21.0 61.0
____1 20 1.01 20.0 17.0 37.0

TOTAL;-- ____ __ 240.0 92.1 332.1

GM 1 20 1.0 20.0 17.0 37.0 I

3 40 1.0 40.0 21.0 61.0
R17 15 1.01 15.0 15.8 30.8

1 20 1.01 20.0 17.0 37.0
____R6 ____15 1.0 15.0 15.8 30.8

1 ____20 1.0 20.0 17.0 37.0
4 60 1.0 60.0 24.3 84.3

____R8 35 0.8 28.0 16.1 44.1
1 20 0.8 16.0 13.6 29.6

R9 60 0.2 12.0 4.9 16.9
1 20 0.21 4.0 3.4 7.4

R5 35 1.01 35.0 20.1 55.1
1 20 1.01 20.0 17.0 37.0

____TOTAL- __ 305.0 230 508.0

CM1 20 1.0 20.0 1__7.0 37.0
8 20 1.0 20.0 17.0 37.0

____3 20 1.0 20.0 17.0 37.0
2 20 1.0, 20.0 17.0 37.0
4 20 1.01 20.0 17.0 37.0

R3 50 1.0 50.0 22.7 72.7
1 20 1.0 20.0 17.01 37.0

____TOTAL,. _______ 170.0- 124.81 294.8

Page 8



Appendix D - Detailed PROFILE Projections

11J 80JZ I 1.01 80.0 27.3 107.3
8 80 1.01 80.0 27.3 107.3-

R17 15 1.01 15.0 15.8 30.8 4
*R15 20 1.0 20.0 17.0 37.0

____R14 30 1.0 30.0 19.1 49.1
____R16 30 1.0 30.0 19.1 4.9.1
____R8 35 1.0 35.0 20.1 55.1

R3 50 1.0 50.0 22.7 72.7
____1 801 1.0 80.0 27.3 107.3
____TOTAL= 420.0, 195.6, 615.61

Page 9
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Appendix F - Interstep, Cognitive Time Summary

COGNITIVE TIMES PRIOR TO TESTS:

Range of Test Category Total Actual Sample Ave. Cog. Computed
Times (sec.) Mid-point Cognitive Time Size Time (sec.) Cog. Time

3to7 5830 86 9712.8
8 to 14 10 2071 132 15.7 14.5
15 to25 20 2131 143 14.9 17.0
26 to35 30 2226 107 20.8 19.1
36 to 45 40 2107 98 21.5 21.0
46 to 65 55 2294 90 25.5 23.5
66 to 100 85 1856 66 28.1 28.0
101 to 200 150 1419 39 36.4 36.0

COGNITIVE TIMES PRIOR TO REPLACEMENTS:

Range of Rplmt Category Total Actual Sample Ave. Cog. Computed
Times (sec.) Mid-Point Cognitive Time Size Time (sec.) Cog. Time L-

5t1510 2684 110 2.4 18.0
16 to25 20 375 25 15.0 15.8 ,
26 to35 30 1290 63 20.5 17.1
36 to45 40 817 33 24.8 18.1
46 to55 50 548 10 54.8 23.5

56 to 107 80 898 23 39.0 20.8



________ - Appendix G

u CL V

-- %.3 u 00

-4 co 4'

.~ IL

I. .!

Go w v -4. g

C a,_ _ _ _ _ _ _ _ EN

a .~ 0

000

rata
C\J 44

(\h 0

-. 4 A-NCA cnL-JrO
V4 j.),

- r--444

a.~. *.J - 1- C)i . ! '

00
%n >~

*4 N V

Ir
a-Cd N

L 4 ci -W

- C.)
C) _ _ __\_ _ _ _ _ _ _ _I



[.°Y - .'.l1- . . .- - -

V

OFFICE OF NAVAL RESEARCH "

Engineering Psychology Program
TECHNCAL REPORTS DISTRIBUTO LIT % %r

CAPT Paul R. Chatelier Dr. Lyle D. Broemeling
Office of the Deputy Under Secretary Code 111 ISP
of Defense Office of Naval Research

OUSDRE (E&LS) 800 North Quincy Street
Pentagon, Room 3D129 Arlington, VA 222217-5000
Washington, D.C. 20301

Engineering Psychology Program Information Sciences Division
Office of Naval Research Code 1133
Code 1142EP Office Of Naval Research
800 North Quincy Street 800 North Quincy Street
Arlington, VA 22217-5000 (3 copies) Arlington, VA 22217-5000

Aviation & Aerospace Technology CAPT William M. Houk
Programs Code 121 Commanding Officer

Office of Naval Research Naval Medical R&D command
800 North Quincy Street Bethesda, MD 20814-5055
Arlington, VA 22217-5000

Physiology and Neurobiology Program Dr. Randall P. Schumaker
Office Naval Research NRL A.I. Center -
Code 1141NP Code 751Oical R&D Command
800 North Quincy Street Naval Research Laboratory
Arlington, VA 22217-5000 Washington, D.C. 20375-5000 "

CDR. Thomas Jones hh
"
..

Code 125
Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000

Dr. Charles Holland
Office of Naval Research
Code 1133 ;.:
800 North Quincy Street
Arlington, VA 22217-5000

J. Randy Simpson a
Statistics Program Code I 11SP

Office of Naval Research
800 North Quincy Street
Arlington, VA 22217-5000 . .'

'I',



February 1986

Department of the Nay

Special Assistant for Marine Dr. James McMichael
Corps Matters Office of the Chief of Naval

" Code OOMC Operations, 0P987H
Office of Naval Research Technology Assessment Division
800 North Quincy Street Washington, D.C. 20350
Arlington, VA 22217-5000

Mr. R. Lawson Mr. John Davis
ONR Detachment Combat Control System Department
1030 East Green Street Code 35
Pasadena, CA 91106-2485 Naval Underwater Systems Center

Newport, RI 02840

CDR James Offutt Human Factors Department
Office of the Secretary of Defense Code N-71
Strategic Defense Initiative Organization Naval Training Systems Center
Washington, D.C. 20301-7100 Orlando, FL 32813

Director Mr. Norm Beck
Technical Information Division Combat Control Systems Department
Code 2627 Code 35
Naval Research Laboratory Naval Underwater Systems Center
Washington, D.C. 20375-5000 Newport, RI 02840

Dr. Michael Melich Human Factors Engineering
Communications Sciences Division Code 441
Code 7500 Naval Ocean Systems Center 1 ,
Naval Research Laboratory San Diego, CA 92152
Washington, D.C. 23070-5000

Dr. J.S Lawson, Jr. Dr. Gary Poock
4773-C Kahala Avenue Operations Research Department
Honolulu, HI 96816 Naval Postgraduate School

Monterey, CA 93940 -

Mr. H. Talkington Dr. A.F. Norcio
Engineering & Computer Science Computer Sciences & Systems
Code 09 Code 7592
Naval Ocean Systems Center Naval Research Laboratory
San Diego, CA 92152 Washington, D.C. 20375-5000

CDR Paul Girard
Command & Control Technology
Department, Code 40

Naval Ocean Systems Center
San Diego, CA 92152

2 I
r I r



February 1986

Department of the Nay

Mr. Paul Heckman Commander
Naval Ocean Systems Center Naval Air Systems Command
San Diego, CA 92152 Crew Station Design

NAVAIR 5313
Washington, D.C. 20361 e-)

Dr. William Uttal Mr. Philip Andrews
Naval Ocean Systems Center Naval Sea Systems Command
Hawaii Laboratory NAVSEA 61R
P.O. Box 997 Washington, D.C 20362
Kailua, HI 96734

Dr. A.L. Slafkosky Aircrew Systems Branch
Scientific Advisor Systems Engieenng Test
Commandant of the Marine Corps Directorate
Washington, D.C. 20380 U.S. Naval Test Center

Patuxent River, MD 20670

Dr. L. Chmura Mr. Milton Essoglou
Computer Sciences & Systems Naval Facilities Engineering
Code 7592 Command
Naval Research Laboratory R&D Plans and Programs
Washington, D.C. 20375-5000 Code 03T

Hoffman Building II
Alexandria, VA 22332

Dr. Michaek Letsky CAPT Robert Biersner
Office of the Chief of Naval Naval Biodynamics Laboratory
Operations (OP-01B7) Michoud Station

Washington, D.C. 20350 Box 29407
New Orleans, LA 70189

CDR. C. Hutchins Dr. Arthur Bachrach
code 55 Behavioral Sciences Department
Naval Postgraduate School Naval Medical Research Instit.te
Monterey, CA 93940 Bethesda, MD 20814

Dr. Stanley Collyer Dr. George Moeller 'i
Office of Naval Technology Human Factors Engineering Branch
Code 222 Naval Submarine Base
800 North Quincy Street Submarine Medical Research Lab.
Arlington, VA 22217-5000 Groton, CT 06340

Professor Michael Sovereign Mr. Mel Nunn
Joint Command, Control & Test Technology Division, Code 9304
Communications Curriculum Naval Ocean Systems Center

Code 74 San Diego, CA 92152 (3 copies)
Naval Postgraduate School
Monterey, CA 93943

e.,, ,e:



February 1986 I J

~%41

Department of the Navye

Head CDR. W. Moroney
Aerospace Psychology Department Naval Air Development Center
Naval Aerospace Medical Research Lab Code 602
Pensacola, FL 32508 Warminster, PA 18974

Commanding Officer Dr. Harry Crisp A
--Naval Health Research Center Code N 51

San Diego, CA 92152 Combat Systems Department
Naval Surface Weapons Center
Dahlgren, VA 22448

Dr. Jerry Tobias Mr. John Quirk L
Auditory Research Branch Naval Coastal Systems Laboratory
Submarine Medical Research Lab Code 712
Naval Submarine Base Panama City, FL 32401
Groton, CT 06340

Dr. Robert Blanchard Human Factors Branch
Code 71 Code 3152 L-
Navy Personnel Research and Naval Weapons Center
Development Center China Lake, CA 93555
San Diego, CA 92152-6800

LCDR T. Singer CDR Kent S. Hull
Human Factors Engineering Division MS 239-21 E -.
Naval Air Development Center NASA/Ames Research Center
Warminster, PA 18974 Moffett Field, CA 94035

Mr. Jeff Grossman Dr. Rabinger N. MadanHuman Factors Division, Code 71 Code 11 14SE -- 'Navy Personnel R&D Center Office of Naval Research

San Diego, CA 92152-6800 800 North Quincy Street .
Arlington, VA 22217-5000

LT. Dennis McBride Dr. Eugene E. Gloye " -c
Human Factors Branch ONR Detachment
Pacific Missle Test Center 1030 East Green Street

- .Point Mugu., CA 93042 Pasadena, CA 91106-2485

Dr. Kenneth L. Davis
.*. Code 1114
- t;." Office of Naval Research

800 North Quincy Street
Arlington, VA 22217-5000

LCDR. R. Carter
Office of Chief on Naval Operations

(OP-OIB) HWashington, D.C. 20350

4

-pt



February 1986

.P, '--.-.-

Dr. Glen Allgaer Dr. Kenneth R. Boff
Artificial Intelligence Branch AF AMRL/HE -"
Code 444 Wright-Patterson AFB, OH 45433 , .
Naval Electronics Ocean System Center
San Diego, CA 92152

Dr. Steve Sacks Dr. A. Fregly "'-."

Naval Electronics System Command U.S. Air Force Office of
Code 61R Scientific Research
Washington, D.C. 20363-5100 Life Science Directorate, NL

Bolling Air Force Base
Washington, D.C. 20332-6448

Dr. Sherman Gee Mr. Charles Bates, Director
Command and Control Technology, (Code 221) Human Engineering Division
Office of Naval Technology USAF AIvI-JES
800 North Quincy Street Wright-Patterson AFB, OH 45433
Arlington, VA 22217-5000

Dr. Robert A. Fleming Dr. Earl Alluisi
Human Factors Support Group Chief Scientist .
Naval Personnel Research & Development Ctr. AFHRL/CCN
1411 South Fern Street Brooks Air Force Base, TX 78235
Arlington, VA 22202

Dr. Edgar M. Johnson Dr. J. Tangney
Technical Director Directorate Life Sciences .- ,
U.S. Army Research Institute AFSOR .
Alexandria, VA 22333-5600 Boiling AFB

Washington, D.C. 20032-6448

Technical Director Mr. Yale Smith
U.S Army Human Engineering Laboratory Rome Air Development
Aberdeen Proving Ground MD 21105 Center, RADC/COAD "

Griffiss AFB
New York, NY 13441-5700

Director, Organizations and Systems Dr. A.D. Baddeley
Research Laboratory Director, Applied Psychology Unit

U.S. Army Research Institute Medical Research Council
5001 Eisenhower Avenue 15 Chaucer Road ..-
Alexandria, VA 22333-5600 Cambridge, CB2 2EF England

Dr. Milton S. Katz Dr. Kenneth Gardner
Director, Basic Research Applied Psychology Unit
Army Research Institute Admiralty Marine Tech. Estab. .
5001 Eisenhower Avenue Teddington, Middlesex
Alexandria, VA 22333-5600 TW 1I OLN England

'5



[, - , ... ',

February 1986

Dr. M.C. Montemerlo Dr. T.B. Sheridan -.
* Information Sciences & Dept. of Mechanical Engineering

Human Factors Code RC Massachusetts Institute of Technology
, NASA HQS Cambridge, MA 02139

Wahington, D.C. 20546
Dr. Alan Leshner Dr. Stanley Deutsch

Deputy Division Director NAS-National Research Council
Division of Behavioral and Neural (COHF)
Sciences 2101 Constitution Avenue, N.W.
National Science Foundation Washington, D.C. 20418
1800 G. Street., N.W.
Washington, D.C. 20550

Defense Technical Information Dr. Deborah Boehm-Davis .

Center Department of Psychology
Cameron Station, Bldg. 5 George Mason University

! Alexandria, VA 22314 (2 copies) 4400 University Drive
Fairfax, VA 22030

Dr. Clinton Kelly Dr. Harry Snyder
Defense Advanced Research Dept of Industrial Engineering
Projects Agency Virginia Polytechnic Institute
1400 Wilson Blvd. and State University
Arlington, VA 22209 Blacksburg, VA 24061
Dr. Amos Tversky Dr. Amos Freedy

Dept. of Psychology Perceptronics, Inc.
Stanford University 6271 Variel Avenue
Stanford, CA 94305 Woodland Hills, CA 91364

Dr. Jesse Orlansky "p
Institute for Defense Analyses
1801 N. Beauregard Street e,• '" Alexandria, VA 22311

%.

- -" .- .

6

1 100 . .



I 'A

%~~ 
.. . -N

February 1986 .-

1e

Dr. James H. Howard, Jr. Dr. Stanley N. Roscoe
Department of Psychology New Mexico State University
Catholic University Box 5095
Washington, D.C. 20064 La Cruces, NM 88003

Dr. William Howell Mr. Joseph G. Wohl
Department of Psychology Alphatech, Inc.
Rice University 3 New England Executive Park
Houston, TX 77001 Burlington, MA 10803

Dr. Christopher Wickens Dr. Marvin Cohen
Department of Psychology Decision Science Consortium,. Inc.
University of Illinois Suite 721
Urbana, IL 61801 7700 Leesburg Pike

Falls Church, VA 22043

Dr. Robert Wherry Dr. Scott Robertson
Analytics, Inc. Catholic University
2500 Maryland Road Department of Psychology
Willow Grove, PA 19090 Washington, D.C. 20064

Dr. Edward R. Jones Dr. William B. Rouse
Chief, Human Factors Engineering School of Industrial and Systems Engineering
McDonnell-Douglas Astronautics Co. Georgia Institute of Technology
St. Louis Division Atlanta, GA 30332
Box 516 ,

St. Louis, MO 63166

Dr. Lola L Lopes Ms. Denise Benel
Department of Psychology Essex Corporation' University of Wisconsin 333 N. Fairfax Street? -Madison, WI 53706 Alexandria, VA 22314
Unvesiy f icosi 33 .Farfx',re

Dr. Andrew P. Sage Dr. James Ballas
.* Assoc. V.P. for Academic Affairs Georgetown University .T

George Mason University Department of Psychology
4400 University Drive Washington, D.C. 22057
Fairfax, VA 22030

7 7

.1N



-7 I V 79" 1

L February 1986

Dr. Richard Pew Dr. H. McI. Parsons
Bolt Beranek & Newman, Inc. Essex Corporation
50 Moulton Street 333 N. Fairfax Street
Cambridge, MA 02238 Alexandria, VA 22314

*Dr. Hillel Einhorn Dr. Paul Slovic
! ~ Graduate School of Business Decision Research

University of Chicago 1201 Oak Street
1101 E. 58th Street Eugene,OR 97401

- Chicago, IL 60637

iiDr. Douglas Towne Dr. Nicholas Bond
IUniversity of Southern California Dept. of Psychology

*Behavioral Technology labs California State University Sacramento
*1845 S. Elena Ave., 4th Flr. Sacramento, CA 95819

Redondo Beach, CA 90277

- Dr. John Payne
j r Graduate School of Business Administration

Duke University
Durham, NC 27706

Dr. Dana Yoerger
Deep Submergence Laboratory
Woods Hole Ocenaographic Institution

Woods Hole, MA 02543 ..

Dr. Azad Madni
PrceLpt[UELAs, Ic

* . 6271 Variel Avenue
Woodland Hills, CA 91364

.18



. .P

I ~, -;.

pp

Al..


